Guarantees for Self-Play
via Polymatrix
Decomposability

Thesis Presentation. August 28, 2023









..."A

-




Self-Play



Success of Self-Play

¢
Backgammon
: 1992
: Heads-up
: Poker
Go @ 2017, 2018
2016 o O‘ _______ o _________ O—
Chess & Shoji Starcraft
2017 2019

Multiplayer
Poker
2019




Success of Self-Play

¢
Backgammon

: 1992
: Heads-up
: Poker

Go O 2017, 2018

201 6 - O ------- .O --------- O_ .
Chess & Shoji Starcraft
2017 2019

O Two-player,

constant-sum

Multi-player,
general-sum

Multiplayer
Poker
2019

Diplomacy
2019




Two-player,
constant-sum

multi-player,
general-sum




Two-player,
constant-sum

multi-player, ﬂ
general-sum ‘




What are properties of
games where self-play
produces good strategies?



Background



Game Theory Basics



Normal-Form Games

Agents Pure Mixed
J strategies Strategies
N P; S

l l

&= o {go, stop} s. € A({go, stop})




Utility Functions

Pure Mixed
strategy profiles  strategy profiles Utility functions
P S u.: P - R
(go, stop) € P sEeS u(s) = E,_[u(p)
No optimal
strategy!

N,

Stop

co | .10, -10
=

1,0

Stop O, 1

0,0
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Nash Equilibrium

Deﬁmtlon A Nash equilibrium 1s a strategy profile such that no players
|W1sh to deviate to another strategy.

_____________________________________________________________________________



Approximate Nash Equilibrium

Deﬁnltlon A strategy profile is an ¢-Nash equilibrium if no player can gain
‘more than e utility by deviating. '

_____________________________________________________________________________



Coarse Correlated Equilibrium (CCE)
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Coarse Correlated Equilibrium (CCE)

g Go Stop

| Go |-10, -10 Each player gets
& expected utility of 0.5

No player wishes to
deviate from their
recommendations
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What If Players Lose the Ability to Correlate?
CCE

0.5 0.5
Go Stop

Go 0 05 Go | 025 | 025
o3 Stop 0 oo 05 siop | 025 | 0.25




What If Players Lose the Ability to Correlate?

Marginal
strategy profile
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Marginal of a CCE

Nash equilibrium




Self-Play & No-Regret
Learning



round f
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round f

What could | have done better
this round?



round f

What could | have done better
this round?

What could | have done better
in all past rounds?

Average Regret

1 T

_ E *  of

T Rl(Sl 9S)
=1




round f

I I .1
st =(s;,5_

no-regret algorithm
Goal: Average regret — ()
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round f

I I .1
st =(s;,5_

(st

Marginal

strategy of a
- / CCE
1 [
— Z st — gH
I ‘ l
=1
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no-regret self-play



Online Interaction

Offline Self-Play

§H—————p.§"

We characterize the strategy
produced by self-play as the marginal
ol strategy of a CCE
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What Do We Mean By “Good”
Strategies?



What Do We Mean By “Good” Strategies?

Self - Play Weskhkist




What Do We Mean By “Good” Strategies?

Self - Play Weskhkist

[J Low vulnerability

usf', s*) — min u(st',s_;) <€

S
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What Do We Mean By “Good” Strategies?

=7 7F Random seed =0 Random seed = 32
Sel - Play Weshlior

[J Low vulnerability

[J Similar values
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What Do We Mean By “Good” Strategies?

= Random seed =0 Random seed = 32
Sel - Play Weshlior

[J Low vulnerability
[J Similar values

[J Nearly Exchangeable

Approximate Nash equilibrium
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&GO

Stop

Go

Stop
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Sely- Dlay Wiesktiot

[J Low vulnerability
[J Similar values

[J Nearly Exchangeable



= Self - Play Westtisr
Go Stop

J Low vulnerability

[J Similar values

St
P [J Nearly Exchangeable
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= Self - Play Westtisr
Go Stop

0. | hilis
] -Simiarvalues

Stop

[J Nearly Exchangeable
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Stop

Go

Stop
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Self - Play Westlior

J-Lowvulnerability
O.-Simi |

] Nearly Exehangeable




When Does Self-Play Have Guarantees?

Two Player Constant-Sum Games

Self- Play Wesktist

- Self-play will produce an

approximate Nash equilibrium & Low vulnerability

™ Similar values

M Nearly Exchangeable
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What About Constant-Sum Multi-player Games?
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What About Constant-Sum Multi-player Games?




What are properties of
games where self-play
produce good strategies?



What are properties of
games where self-play
produce good strategies?

Two-player constant-sum
games...
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What are properties of
games where self-play
produce good strategies?

But not necessarily multi-
player constant-sum games
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What are properties of
games where self-play
produce good strategies?

0,0
w But what else?
*O AOF



There are multi-player games
| that are structurally similar to
~ two-player constant-sum games



Constant-Sum Polymatrix (CSP) Games
Bregman & Fokin, 1987; Cai et al., 2011

Constant-sum

Po

( Overall utility =
Constant-sum sum of SUbgame

utilities
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Approximate CSP Games

* Not every game has an exact CSP decomposition

* But every game can be approximated by a CSP game!

G
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Approximate CSP Games

* Not every game has an exact CSP decomposition

* But every game can be approximated by a CSP game!

G

CSP games

<,
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Approximate CSP Games
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Approximate CSP Games

* Not every game has an exact CSP decomposition

* But every game can be approximated by a CSP game!

G

CSP games

<,
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Approximate CSP Games

* Not every game has an exact CSP decomposition

* But every game can be approximated by a CSP game!

G

:  max
pEP

u(p) — u,p)

CSP games

<,
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Approximate CSP Games

* Not every game has an exact CSP decomposition

* But every game can be approximated by a CSP game!

0-CSP

G

:  max
pEP

u(p) — u,p)

CSP games

<,

52

Polynomial time!



Approximate CSP Games

* Not every game has an exact CSP decomposition

* But every game can be approximated by a CSP game!

G 0-CSP Proposition. Self-play will producea

"/ iZ(n + 1)o0-Nash equilibrium in 6-CSP
max | u(p) — up) ‘ 'games. .
peP ' T oo .

Self - Play Westlior

v

CSP games ‘

<,
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Counterexample

Offense-Defense




Counterexample

Offense-Defense
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Counterexample

Offense-Defense
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Subgame Stability
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Approximate Subgame Stability




(e, v)-Subgame Stability




Main Result

Guarantees For Self-Play in Multi-Player Games

______________________________________________________________________________

iTheorem. If Then,
G

Self- Dlay Wioktist

(2no, y)-subgame stable
M Low vulnerability

M Similar values

M Nearly Exchangeable

CSP games

______________________________________________________________________________



What are properties of
games where self-play
produces good strategies?

If they are well-approximated by a
subgame stable CSP game!
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Experiments



________________________________________________________________

‘Conjecture. No limit Texas hold ‘em is
approximately constant-sum polymatrix and
subgame stable.
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“Good” players

S'CS

All possible strategies

e

5>5'

CSP games

L,



Learnable in self- play

All pOSS|bIe strategies

<< 5

§5 >5’§

CSP games

L,



_________________________________________________________________

‘Conjecture. No limit Texas hold ‘em is
approximately constant-sum polymatrix and
'subgame stable.

_________________________________________________________________

‘Conjecture. No limit Texas hold ‘em 1s
‘approximately constant-sum polymatrix and
subgame stable...

in parts of the game space that are actually played.

_________________________________________________________________
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Kuhn Poker

Kuhn, 1950; Abou Risk & Szafron, 2010

e 3 players
* 4 cards, 1 round of betting with fixed bet size

 CFR was previously shown to converge to Nash
equilibria in Kuhn poker

iHypothesm Kuhn poker is approx1mately constant-
'sum polymatrix and subgame stable..

iin parts of the game space that are learnable by self-
play.

_________________________________________________________________
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Experiment Design

e Use a self-play algorithm to generate a set of strategies for each
player

 Compute a set of match-ups between all these strategies.

* Check if this set of strategy profiles is approximately subgame-
stable and constant-sum polymatrix.

68



_________________________________________________________________

‘Hypothesis. Kuhn poker i1s approx1mately constant-
'sum polymatrix and subgame stable..

iin parts of the game space that are learnable by self-
play.

_________________________________________________________________

Kuhn Poker
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_________________________________________________________________

‘Hypothesis. Kuhn poker i1s approx1mately constant-
'sum polymatrix and subgame stable..

iin parts of the game space that are learnable by self-
play.

_________________________________________________________________

Kuhn Poker

For each player
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_________________________________________________________________

‘Hypothesis. Kuhn poker i1s approx1mately constant-
'sum polymatrix and subgame stable..

iin parts of the game space that are learnable by self-
play.

_________________________________________________________________

Kuhn Poker

For each player

= 30° = 27000

Set of all match-ups
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_________________________________________________________________

‘Hypothesis. Kuhn poker 1s approx1mately constant-
'sum polymatrix and subgame stable..

iin parts of the game space that are learnable by self-
play.

_________________________________________________________________

Kuhn Poker

CSP games

<

Kuhn Poker

For each player Alg

Set of all match-ups
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Results

_________________________________________________________________

Hypothes1s Kuhn poker i1s approx1mately constant-
sum polymatrix and subgame stable..

;m parts of the game space that are learnable by self-
play.

_________________________________________________________________

. max [u(s) —u(s)| <0.0022

s&S’

« CFR strategies were 2.9¢ — 5-Nash of each subgame
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Tightness of Bounds
Vulnerability < 2(0 + ) = 0.0045

o = 0.0022
y =2.9e -5

0.004 -

0.003 -

Vulnerability

0.002 -

0.001 -

0.000

Predicted True



Other Experiments
Leduc Poker & Tiny Hanabi

* We repeated these experiments on Leduc poker and a toy
Hanabi game.

 We had similar results to Kuhn poker for Leduc poker.

* We found that toy Hanabi was not well-approximated by a
subgame stable CSP game
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Generalizations



Strategic Equivalence

G..

r--"-"-"—-"-"-"-"-"=-"="-"=""=""=-"-"~"~-"~-"~-"~=~"~"~"~"~"~"~"~"~"=~"=~"=~"=~"=~"~"=~"“~"=~/ =/ °~” I

Definition. Strategic Equivalence
'(Moulin & Vial, 1978)

. Strategically Forany s_,,
' Similar |

s; 1s preferred to s, in G
—

s; 1s preferred to s; in G

CSP games

s,



Strategic Equivalence to CSP Games

* We generalize the algebraic characterization of strategic
equivalence to multiplayer games

self-play

no-regret
— M

Nash equilibrium

* Strategically
© equivalent

CSP games

s



Strategic Equivalence to CSP Games

no-regret

— M

self-play

Nash equilibrium

. Approx. Exchangeability
* Strategically

equivalent
| Setf - Play Westliot
. approx. subgame stable
4 | bilii
Elcia |

CSP games M Nearly Exchangeable
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Strategic equivalence extends
some (but not all) guarantees.

Self- Play Wesklist

J-Lowvulnerability
] -Simiarvalues

M Nearly Exchangeable



Strategically subgame stable CSP games
generalize in a meaningful way

strategically constant-sum games from
Moulin & Vial.



Conclusion



Q

Conclusion

subgame stable

| B N |
“‘II Il..‘
® e 2

-

|lvo‘| ‘OAOF

-
€

%

™ Low vulnerability

-5
Ge... o
" Strategically
Similar Self-Dlay Weskliot

™ Similar values

™ Nearly Exchangeable

CSP games

.
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Main Result

Guarantees for Multi-player Games

— e e e e e e e e e e o e e e e e e e e e o e e o e e o e e e e e = = = = = = = = —

' Theorem. Given G, if there exists a CSP game G such
'that:

0-CSP .

1.max |u(s) —ii(s)| <6
SES

§

(2no, ;/)-subgame stable 52(} is (2n0, y)-subgame stable

E Then...

1. Vul(s®, S_) < | Ely + 25 |

2.3v; vy —u(s") | < |Ely+ 6

3.1f s 1s a profile where each strategy 1s a marginal

CSP games strategy from a different CCE...

czo E Thensisa |E; |y + 26-Nash equilibrium



CFR Computes Approximate Nash in Leduc Poker

Player 1 : Player 2 5 Player 3
100-;
_ 10—2-; T ——
0 5000 10000 0 5000 10000 O 5000 10000

lteration lteration Ilteration
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Tiny Hanabi

C
A B
1 1
01 02 o1
2 2 2
a b a b a b a
3 3 3 3 3 3
T e ey Wl TSR S | SO | b
a/\b a/\b al\b a al \p al \p a
1 1 1 1 1 1 1
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Strategic Equivalence

Definition 6.1.1 (Strategic Equivalence). G is strategically equivalent (SE)
to G’ for player i if

wi(8}, 5—i) = ui(8i,5-1) <= u(s;,5-1) = u;(si,8-i) Vsi, s, € Siy5-€ S

ui(p) = Aiuz(p) + 4i(p—;) VpeP,

88



Loss Functions (1)



Loss Functions (2)

C,Zj(mj, s @) = max (2

¢
.
VY
A
Qﬁ
N—"
|
—
S
7N\
3
<
N—"
-
N—"



Loss Functions (3)

L(I°, T17, IT*; @, w) = —Zﬁéﬂuul ZZ£77rwu

7re1'I5 mellY ¥ ell*

U« % —n- Ve LI, I, IT*: @, u).



Sample-Based Algorithm

Algorithm 2 Compute G

Input: G, Il', n, T;,, T,u:, \, B1, B
Initialize  to all 0
I X ieN I1;
for t,, €1..7,,, do
IT* — getBRs(G, IT')
fort;,, €1..T;,, do
[1° «— sample batch of size B; u.a.r. from II*
II" « sample batch of size B, u.a.r. from IT’
g «— V L(II°, 117, IT*; %, u)
B,
end for
end for
{Lastly, output § and ~}
§ < maXyerx |u;(m) — U ()|
Y < IMaXgzer MaAX;£jeNx N ('Lvl'z'j(BRij(Wj)a 7Tj) — ﬂij(ﬂiaﬂj))
return u,-,9d
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Compute Subgame Stability (1)

Algorithm 1 Compute 7y

Input: G = (N, E,P,u), a polymatrix game
Y = —00
for (i,j) € E do
for p. € P; do
if LP1(4, 7, p}) not infeasible then
v} LP1(i, j, p})
v < max(7y,7;;)
end if
end for
for p’ € P; do
if LP1(j, ¢, p;) not infeasible then

P ..
Vi < LPl(JJiP;-)

v < max(y,7;;)
end if
end for
end for
return -y
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Computing CSP Decompositions

min o

S.t. ’U,Z(,O) — Z ’LVLZJ(,OZ,,O]) < é Vi € N,p e P
JE—1
ui(p) — Z Uij(ps, pj) = —0 Vie N,peP
JE—1

Uij(ps, pj) + Uji(ps, pj) = cij Vi # j€ N, (ps, p;j) € Pyj,



